


tracked using a Leap Motion IR camera (Leap Motion, Inc,

San Francisco, CA, USA) and the forces are displayed on

the fingertips using wearable thimbles. Cutaneous feedback

provides the user with a reliable sensation of telepresence,

as the cutaneous force feedback is perceived where it is

expected (i.e., the fingertip) and provides the operator with

a direct and co-located perception of the contact force,

even though kinesthesia is missing. The advantages of this

master system is twofold. Firstly, the master workspace is

not limited by the workspace of the devices thanks to their

extreme wearability and portability. This furthermore enables

the simultaneous stimulation of several interaction points

on the human hand. Secondly, the teleoperation system is

intrinsically stable [15]. In fact, an interesting approach to

stabilize telemanipulation loops consists in using sensory

substitution techniques, such as vibrotactile [16], auditory or

visual channels [17] to provide feedback at the master side.

Similar to sensory substitution, in [15] the authors presented

a novel feedback technique named “sensory subtraction”, as

it subtracts the destabilizing kinesthetic part of the full haptic

interaction to leave only cutaneous cues, thus making the

teleoperation system stable.

Another important issue to be addressed in case of multi-

contact master and slave devices concerns the correspon-

dence problem between the human hand and the slave device,

that typically have dissimilar kinematic structures. In this

work, we introduce a mapping algorithm able to abstract

from the number of interaction/contact points defined at the

master/slave sides, and that can compute the force feedback

also when the master system includes wearable devices. We

have defined as forward mapping the steps necessary to

reproduce on the slave side the user motion captured on

the master side, while backward mapping deals with the

algorithm that computes the correct forces to be displayed

back to the user, starting from the signals acquired at the

slave side. The idea is pictorially represented in Fig. 1.

The teleoperation framework introduced in this work can

also deal with slave devices different from a robotic hand.

Systems like the one presented in [18], where a swarm

of UAVs was used to cooperatively grasp an object, could

implement the same mapping strategy to transfer the human

hand motion to some robot formation parameters and to feed

back to the user information about the forces applied on the

slave side. Differently from [19, 20], the virtual object used

here lacks a defined shape, but it is instead defined by the

interaction/contact points.

The rest of the paper is organized as it follows. In

Section II the object-based mapping is described. Section III

deals with the description of the experimental setup and ends

with some preliminary results on a peg in a hole task. Finally,

in Section IV conclusion and future work are outlined.

II. TELEOPERATION FRAMEWORK

A. Forward mapping

The issues in transferring the motion of the human hand

onto robotic systems have been investigated with different

approaches [19]. In this paper, we take advantage of a

virtual object to abstract from the kinematics of master

and slave. This object-based mapping has been pioneered

in telemanipulation by Griffin et al. [21]. The main idea is

to use a virtual object to translate the motion of the human

hand in the variation of some object parameters, such as the

position of the center and the radius of a circle. In [19]

and [22] the object-based mapping has been extended to

3-D cases and to an arbitrary number of reference points

necessary to define the virtual objects. One of the main

advantages of object-based mappings is that the definition of

virtual objects permits to generalize to an arbitrary number of

contact points that can be different in the human and robotic

hands, as well as to remove the constraints on the position

of contact points. The forward mapping is based on the

definition of a series of reference points, both on the human

and the robotic hand (see Fig. 2a). The reference points on

the human hand are necessary to evaluate the transformation

produced by the hand motion and they are the points where

the force feedback is rendered. These points are referred

to as interaction points. The contact points on the robotic

hand are necessary to define the virtual object on the slave

side. A configuration variation on the human hand causes

a transformation of the position of the interaction points,

which can be generally represented by a six-dimensional

displacement and/or a non rigid deformation. In this paper,

we assume that this transformation can be represented as

a linear transformation, estimated from the displacement

of the reference points. The same linear transformation is

then imposed to the robotic hand reference points and the

hand joint displacement is consequently defined by solving

its inverse kinematics. A linear transformation matrix can

be decomposed to separately reproduce the contribution in

terms of internal forces [23], which are paramount for grasp

control, and in terms of the rigid body motion imposed by

the hand on the manipulated object [24]. In the following,

we will briefly report the main procedure equations.

Let {Wm} be an inertial reference frame attached to

the master sub-system. Similarly, consider {Ws} an inertial

reference frame, adopted to describe the slave motion. Let

the vector pmj,c ∈ ℜ3 represent the coordinates of the j-th

interaction point, expressed in {Wm}, when the master is

in a given configuration Cm, with j = 1, · · · , nm, where

nm is the number of interaction points on the master. Let

us define a vector pmc ∈ ℜ3nm

as the collections of the

coordinates of all these points. A set of ns contact points

can be defined on the slave: when the slave is in a certain

configuration Cs, their coordinates, expressed in {Ws}, are

indicated with psl,c, with l = 1, · · · , ns and are collected

in a vector psc ∈ ℜ3ns

. Note that, in general, nm 6= ns,

and nm and ns are not a priori related. Let us assume

that the position of the reference points over time can be

tracked. In the following, we will denote by â ∈ ℜ4 the

augmented representation of a generic vector a, adopted to

write affine transformations, i.e., â = [aT 1]T. The mapping

procedure proposed to evaluate the reference displacements

for the slave system on the basis of the master ones is based

on the assumption that the configuration variation of the







Fig. 4: Slave subsystem. A DLR-HIT Hand II is the end-

effector of a 6 DoFs robotic arm, the KUKA KR3 robot.

over the finger nail and a mobile platform able to apply

the requested stimuli to the fingertip’s volar surface. Three

springs, placed between the mobile platform and the static

part, keep the platform horizontally aligned with the rest

of the device. Three servo-motors control the length of the

three wires connecting the mobile platform vertices to the

static platform, allowing to apply the requested force at the

user’s fingertip. The device structure, design and control

are described in [29]. The actuators used for the device

prototype are three HS-5035HD Digital Ultra Nano servos.

The mechanical supports for the actuators and the mobile

platform are made using acrylonitrile butadiene styrene,

called ABSPlusTM (Stratasys Inc., USA). The total weight

of the whole device, including actuators, springs, wires, and

the mechanical support is about 40g. The force applied by

the device to the user’s finger pad is balanced by a force

supported by the structure of the device on the back of the

finger. This structure has a larger contact surface with respect

to the mobile platform so that the local pressure is much

lower and the contact is mainly perceived on the finger pad

and not on the back side of the finger. Both devices are

able to render cutaneous stimuli and most of the kinesthetic

feedback is missing.

A DLR-HIT Hand II mounted on a KUKA KR3 arm form

the hand/arm system at the slave side. Only index and thumb

fingers are actively used during the task to highlight the

capability of the mapping framework to deal with different

contact/interaction points at master and slave level. The peg

position is computed with respect to the reference frame

{Ws}, placed on the wrist of the arm, as shown in Fig. 4. The

system is managed by a GNU/Linux machine, equipped with

a real-time scheduler. It communicates via UDP/IP with the

controller of the robotic hand and via Eth.RSIXML with the

telemanipulator. The cutaneous devices are PWM controlled

with an Arduino Mega 2560 Board and are connected to the

GNU/Linux machine via USB.

B. Experimental results

The task consists in picking a peg from a hole in a support

base and place it in another one (see Fig. 4). The peg is a

cylinder with diameter 3 cm and height 20 cm. The support

base, whose height is 3.5 cm, has two holes of 4 cm in
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Fig. 5: Trajectories of the centroid of the two contact points

on the slave projected on the z − y plane. The color bar on

the right shows elapsed time throughout the carried out task.
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Fig. 6: Error between trajectories of the centroid of the three

interaction points for the master and the trajectory of the

centroid of the two contact points on the slave.

diameter. Fig. 5 shows the trajectories of the centroid of

the two contact points on the slave. Fig. 6 shows the error

between trajectories of the centroid of the three interaction

points for the master and the trajectory of the centroid of

the two contact points on the slave. The plot of the error

shows that during the task the error in terms of position is

less than 4 mm. Fig. 7 shows the magnitude of the internal

forces acting on the slave side and rendered on the master

side during the peg in hole task. The total amount of forces

is measured through the torque sensors placed at the robotic

fingers joints. Internal forces at the slave side increase when

the contact with the peg is achieved. When inserting the peg

inside the second hole, the user tends to squeeze more the

object in order to be more precise and avoid the loss of grasp

due to undesired contacts with the punctured board.

A video showing an experiment can be downloaded from

http://tinyurl.com/IROS16-teleop-leap

IV. CONCLUSION

In this paper, we presented a telemanipulation framework

where the master system consisted of three wearable cu-

taneous device plus a Leap Motion for the human hand

tracking. The force feedback has been computed by imposing

the same wrench, estimated on the real grasped object, on

a virtual object defined on the master side. This approach
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Fig. 7: Magnitude of the internal forces acting at the slave

side and rendered at the master side during the peg in hole

task.

focuses on the effects of the manipulation on the grasped

object, real for the slave and virtual for the master, and

permits to abstract from the device kinematics and explicitly

take into account the case of multiple contacts with the

objects. The system has been evaluated on an experimental

setup with three interaction points for the master and two

contact points with the real object on the slave side. Although

the thimbles resulted highly wearable and allowed to increase

the master workspace, there are still some issues in the

hand tracking. In fact, during experiments we faced some

problems due to the Leap Motion tracking system. We are

currently working on further reducing the size of the haptic

devices. We are also testing the setup with a higher number of

subjects to further evaluate the ease of use of the system and

the improvement offered by the haptic feedback. As future

work, we are planning to extend the framework to robots

cooperatively grasping an object. We are also testing different

models of robotic hands at the slave side, with particular

emphasis on non–anthropomorphic structures.
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